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Task-Oriented Dialogue System

Speech Signal Hypothesis
are there any action movies to
see this weekend Language Understanding (LU)
) Speech * Domain Identification
' Recognition * User Intent Detection

Text Input * Slot Filling
- Are there any action movies to see this weekend?

Semantic Frame
" :
N request_movie
gen re=action, date=this weekend

Dialogue Management (DM)
* Dialogue State Tracking (DST)
* Dialogue Policy

( Natural Language

Text response t Generation (NLG)
Where are you located?

System Action/Policy
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Language Modeling

Goal: estimate the probability of a word sequence
P<w17 Ty wm)

Example task: determinate whether a sequence is grammatical or makes
more sense

If P(recognize speech) |

recognlze speech - >P(wreck a nice beach)
“ N ‘ Output =
wreck a nice beach “recognize speech”

iPavlov.



N-Gram Language Modeling

Goal: estimate the probability of a word sequence P(w17 S wm)
N-gram language model

e Probability is conditioned on a window of (n-1) previous words

m m

P(’U/‘l, e 7u"m) = HP('LUI‘ ‘ Wy, - 1u}i—1) ~ HP(U/'i ‘ UJi—(N—l)? U :1l)i—]>
=1 =1

e Estimate the probability based on the training data

‘ ({ S0 ” s . H
C (nice beach)"‘[ Count of “nice beach” in the training data

P(beach|nice) =

C(nice) <= Count of “nice” in the training data

iPavlov.




N-Gram Language Modeling

Training data:

e Thedogran......
e The catjumped......

P(jumped | dog) =\G\ 0.0001 | give some small

P(ran | cat) :\ 0.0001 probability
-> smoothing

e The probability is not accurate.
e The phenomenon happens because we cannot collect all the possible text in
the world as training data.

iPavlov.



Modern Language Mode”ng INPUT  PROJECTION  OUTPUT

w(t-2)
e Word2Vec -
o fastText w(t-1)
e eftc. \SUM
j—» w(t)
w(t+1) 7/
w(t+2)

cBOW
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Neural Language Modeling

Idea: estimate P (w; | w;_ 1)t Wilt) not from count, but from the NN
prediction
P(“wreck a nice beach”) = P(wreck|START)P(a|wreck)P(nice|a)P(beach|nice)

P(next word is P(nextvvordls P(next word is
“wreck”) P(next word is “a”) “nice” “heach”)
HHM 44414 HHM 14414
Neural Neural Neural Neural
Network Network Network Network
) ) ) )
vector of “START”  vector of “wreck” vector of “a” vector of “nice”

iPavlov.




Neural Language Modeling

§ = softmax(W oWz + 1)) + W 4 p®)

i-th output = P(w, = i| context)

softmax
(eee (X [ XX D)
/ 7 AN
4 ’ . \
’ 7 most| computation here \

:I : W(Q) \

tanh
(eooe .. - o0 )

§ \

1

1 1‘7

!

1

' /
C(Win+ W/ 2)  C(wi-1) ,/’

(oo (oo ---9)

Table A2 .. Matrix C
P ] By

S shared parameters

across words

index for wy_,4| index for Wi_2 index for w,_,

iPavlov.

Probability distribution
of the next word

e
T

context vector




Neural Language Modeling

The input layer (or hidden layer) of the related words are close

If P(jumpl|dog) is large, P(jump|cat) increase accordingly (even there is not “... cat
jump ..." in the data)

iPavlov.



RNNLM

Idea: condition the neural network on all previous words and tie the weights at
each time step

Assumption: temporal information matters

P(next="wreck”) P(next="a”)  P(next="nice”)  P(next="beach”)

= o o ok

vector of “START” vector of “wreck” vector of “a” vector of “nice”

context
vector

iPavlov.
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Natural Language Generation

inform(name=Seven_Days, foodtype=Chinese)

4

Seven Days is a nice Chinese restaurant

iPavlov.



Template-Based NLG

Define a set of rules to map frames to NL

Semantic Frame Natural Language

confirm() “Please tell me more about the product your are
looking for.”

confirm(area=SV) “Do you want somewhere in the SV?”

confirm(food=SV) “Do you want a SV restaurant?”

confirm(food=SV,area=SW) “Do you want a SV restaurant in the SW.”

Pros: simple, error-free, easy to control
Cons: time-consuming, rigid, poor scalability

iPavlov.



Class-Based LM NLG (Oh and Rudnicky, 2000)

Class-based language modeling Classes:
inform_area
P(X | ¢) Zlo pla | xo, 2,021, 0) inform_address
NLG by decoding X* = argmax P(X | ¢) request_area
X request_postcode
Generation
Candidate Utterances SRR
What time on {depart_date}
oo Gopar T B e
il Pros: easy to implement/
Scoring content depart_time =2

depart_date 20000501
}

understand, simple rules
~ Cons: computationally inefficient

Best Utterance

What time on {depart_date}

@
f
o

Complete Utterance

Slot Filling 'L What time on Mon, May 8th?




Phrase-based NLG

Charlie Chan isa Chinese Restaurant near Cineworld in the centre
Phrase
DBN
A A A A A A A
Semantic
DBN
Charlie Chan Chinese | restaurant Cineworld centre
name food type near area
inform inform inform inform inform

Inform(name=Charlie Chan, food=Chinese, type= restaurant, near=Cineworld, area=centre)

real|zat|on phrase

semantic stack

Tt

St

[

<s> START START
The Rice Boat | inform(name(X)) AINFOXM(RAME) | s s
isa inform inform EMPTY
restaurant inform(type(restaurant)) restaurant inform(type) Pros effl CI e nt gOOd pe rfo rm a nce
in the inform(area) area inform
riverside inform(area(riverside)) riverside inform(area)
ore intora(ares) e intomm Cons: require semantic alignments
that inform inform EMPTY
serves inform(food) food inform ) ) ’ )
French inform(food(French)) French inform(food)
| food inform(food) food inform
| </s> | END END END

iPavlov.



RNN-Based LM NLG

Input  Inform(name=Din Tai Fung, food=Taiwanese) — dialogue act 1-hot
representation
( 0,0,1,0,0,.,1,00,.,1,0,0,0,0,0.. Je— "
SLOT_NAME serves SLOT_FOOD . <EOS>
conditioned on : . S S
the dialogue act
|:> <BOS> SLOT_NAME serves SLOT_FOOD
Output <BOS> Din Tai Fung  serves Taiwanese

delexicalisation
z Slot weight tyD




RNN-Based LM NLG: an issue

Issue: semantic repetition

e Din Tai Fung is a great Taiwanese restaurant that serves Taiwanese.
e Din Tai Fung is a child friendly restaurant, and also allows kids.

Deficiency in either model or decoding (or both)
Mitigation

e Post-processing rules (Oh & Rudnicky, 2000)
e Gating mechanism (Wen et al., 2015)
e Attention (Mei et al., 2016; Wen et al., 2015)

iPavlov.



Semantic Conditioned LSTM (Wen et al., 2015)

Original LSTM cell

Dialog Act (DA) cell

Modify C

iPavlov.

i = o(Wy;x; + Wy;h,_,)

fe = o(Wyrxe + Wyrh,_q)

0 = a(WyoX¢ + Wyohe )
¢; = tanh(W,.x; + Wy,ch,_,)

&= ftQCt—l + iteet LSTM cell 7
DA cell

h, = 0,® tanh(c,) d - d,

X

)

d

Iy = U(WWTXt + Whrht—l) : /T
5 o i e dlalog act 1-hot
dt = rt®dt—1 0305 1505 O Lol 01505 0 representation

Inform(name Seven_Days, food= Chmese)

Ct - ft®ct_1 + it@ft + tanh(WdCdt)



Attentive Encoder-Decoder for NLG

Slot & value embedding

Zi = 8; +V;

Attentive meaning representation

€ = vt tanh(whmht—l .3 wzmzi)

a;; = softmax(e;;)

dt = aEBE .atizi

iPavlov.

</s> SLOT_NAME serves SLOT_FOOD

inform name=EAT food=British




Attention - |

C i A(0.98) person(0.38)
o c .

B 9] T

9] o c

= 5@ S =8 A

o+~ — ©

£, 028855, 25528 ¢ b3
OGS 0ESOHOCclacscz .V

==
_

La
destruction
de

I
équipement
signifie
que

la

Syrie

ne

peut

plus
produire

de
nouvelles
armes
chimiques

standing(0.28) on(0.22) a(0.26)

=

with(0.30) a(0.20) surfboard(0.33)

<end>

(b) A person is standing on a beach with a surfboard.

iPavlov.



Attention - |l

Teaching Machine Read and Comprehend (Herman et al. - 2015)

iPavlov.

by ent423 ,ent261 correspondent updated 9:49 pmet ,thu
march 19,2015 (ent261) aent114 was killedina parachute
accidentinent45 ,ent85 ,near ent312 ,aent119 official told
ent261onwednesday .he was identified thursday as
special warfare operator 3rd cl.,of ent187 ,
ent265 . ent28 distinguished himself consistently
throughout his career .he was the epitome of the quiet
professionalinallfacets of his life ,and he leaves an

inspiring legacy of naturaltenacity andfocused

by ent270 ,ent223 updated 9:35 amet ,monmarch2,2015
(enO familial for fall at its fashion show in
ent231on sunday ,dedicating its collectionto ™ mamma"
with nary apair of " mom jeans "insight .ent164 andent21,
who are behindthe ent196 brand,sent models downthe
runway indecidedly feminine dresses and skirts adorned
with roses ,lace and even embroidered doodles by the
designers 'own nieces and nephews .many of the looks

featured saccharine needlework phrases like ™" ilove you,

ent119 identifies deceased sailor as X ,who leaves behind

awife

X dedicated their fall fashion show to moms




Attention Mechanism

iPavlov.



Attention Heat Map

«
xS X S
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Record details:

id-0: temperature(time=06-21, min=52, mean=63, max=71); id-2: windSpeed(time=06-21, min=8, mean=17, max=2 3);
id-3: windDir(time=06-21, mode=SSE); id-4: gust(time=06-21, min=0, mean=10, max=30);

id-5: skyCover(time=6-21, mode=50-75); id-10: precipChance(time=06-21, min=19, mean=32, max=73);

id-15: thunderChance(time=13-21, mode=SChc)

Q
y
O

2]
‘\,
®

Figure 3: An example generation for a set of records from WEATHERGOV.
iPavliov.



Structural NLG (Dusek and Jurcicek, 2016)

inform(name=X-name,type=placetoeat,eattype=restaurant,
area=riverside,food=ltalian)

Goal: NLG based on the syntax tree :_»tree
zone=en
Encode trees as sequences Be

v:fi

Seq2Seq model for generation Xnaie /st

n:subj n:obj

( <root> <root> ( ( X-name n:subj ) be v:fin ( ( Italian adj:attr ) restaurant n:obj ( river n:near+X))))

X-name n:subj be v:fin Italian adj:attr restaurant n:obj river n:near+X Italian river
adj:attr n:near+X

X is an Italian restaurant near the river.

“Xome—iS—...arestaurant . <STOP>
S-5-6-2-8-B T3

inform name X-name inform eattype restaurant <GO> X is a restaurant .

iPavlov.



Attentive Tree Generator

Grammar as a Foreign Language
(Vinyals et al. - 2014)

NP VP NP VP

——— T | —— P I

NP PP VBD PP PP NP PP VED PP PP
AN T [ AN T I~
DT NN IN NP rose TO NP NP DT NN IN NP rose 7O NP IN
| | T | A\ 2N, | T [

The yield on DT NN NN to CD NN from CD NN [The yield on DT NN NN to CD NN from CD NN
| | | [ (I | | | [ I
the benchmark issue 10 % 5 % the benchmark issue 10 % 5 %
ROOT ROOT
| |
S S
NP VP NP VP

e — e —— [ e — ——

NP PP VBD PP PP NP PP VED PP PP
AN T I~ T AN T I ™ T
DT NN IN NP rose TO NP IN NP DT NN IN NP rose 7O NP IN NP
I R e |~ | |1 T I~ |
The yield on DT NN NN to CD NN from NN [The yield on DT NN NN to €D NN from CD

| | | I | | | | [ |
the benchmark issue 0% 5 % the benchmark issue 10 % %

¥ A
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Contextual NLG (Dusek and Jurcicek, 2016)

preceding user utterance «——— context-aware

Goal: adapting users’ way of speaking is there another option additions
- inform(line=M102, direction=Herald Square,
providing contextaware responses vehicle=bus, departure_time=9:01am,
from_stop=Wall Street) typical NLG
] fi
e Context encoder ; 2155
There is a bus at 9:01am from Wall Street
® SeCIZSeCI mOdeI to Herald Square using line M102.

contextually bound response

Prepending context 5, Base model
DA 9“‘{?"9" decoder with attention
. H H H H . . El . H H ——@ \ schedule for DEPARTURE_TIME AMPM  not  found .  <STOP>

TR s MLM\Q@@_, o e i
@/@\\ Bhs P e e

Context encoder T T T T T
is there a schedule for NUMBER AMPM

iPav



Decoder Sampling Strategy

Gru.dq Surck /\Qqndom Sampl_ig@_
d v
@ Cab) (10) (1 '{k 1(«& Is ‘
,.& — ~ "\\ /" ‘?/4 ‘
The) )\ o) (Hens T (Cot) (1Is]) (Home
ih‘) <‘;I® 'l‘":ﬂ - - ) \ -
NP - The "Gt (T3 Hot
The) (Gat) “@ NI
The Cat Ts Home .:“‘,‘: SR ) (R0 e

Home JsThe G+
T“_ Cot Js Home
Js Tle Cat Home
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Decoder Sampling Strategy

Beam Search

Select the next k-best words and keep a beam with width=k for following decoding

Eeam Stard\

ST <L

@) co.@“

Vs T he Car Home

. “The Cat Is Home
iPavlov.



Chit-Chat

R A A

I o o

e e s o e e

Seq2Seq — . >
Reply

(Previous Sentences)

Human: what is the purpose of life ?
Machine: fo serve the greater good .

Human: what do you think about tesla ? Human: what is the purpose of living ?

Machine: ke ’s a good conductor . Mackine: foive forever-

: . Human: what is the purpose of existence ?
Human: what do you think about bill gates ? Maching: #o find out what happens when we get

Machine: ke s a good man . to the planet earth .
Human: What do you think about messi ? Human: where are you now ?

- , Machine: i 'm in the middle of nowhere .
Machine: ke s a greatp. lay P 9 Human: what is the purpose of dying ?
Human: what do you think about cleopatra : Machine: 0 have a life
Machine: ok, she s very regal . Human: what is the purpose of being intelligent

Human: what do you think about england dur- ?
Machine: fo find out what it is .

. - - ?
ing th? relg:n Of elizabeth ' Human: what is the purpose of emotions ?
Machine: it was a great place . Machine: i don 't know .

iPavlov.
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Example Dialog

iPavlov.

I’m looking for a Thai restaurant.

request (restaurant; foodtype=Thai)

Something in the centre.

inform (area=centre)

What'’s the address?

request (address)

Thank you, bye.

bye ()




Dialog Management

What the system says:

What the user wants:

- OO ©O06

What the system hears:

observations
>

dialogue turns

(Figure from Gasi¢)
iPavlov.



Dialog State Tracker

Maintain a probabilistic distribution instead of a 1-best prediction for better
robustness to recognition errors, ambiguous input, NLU errors

i i Turn 1
Kind Kind 0.5 K
Android Android | 0.3 |

Incorrect
| Kind

for both!
Note Turn 2 Android
Android Android | 0.3 Note

iPavlov.



Dialog State Tracker

Maintain a probabilistic distribution instead of a 1-best prediction for better
robustness to recognition errors, ambiguous input, NLU errors

Slot Value

# people 5(0.5)

time 5 (0,5) How can | help you?
Slot Value How many people?

# people  3(0.8) D
time 5(0.8)

iPavlov.



1-Best Input w/o State Tracking

turn observations states actions

2.
0.6
H
type food

iPavlov.



N-Best Inputs w/o State Tracking

turn observations states actions

I’m looking for a

Thai restaurant.

1. hello(type=restaurant) 0.6 0.6 04 0.6
inform(type=restaurant, food=Thai) | 0.4 Hile || @
type food

, hello() 0.5
. inform(food=Turkish) 03| % ,, 05
inform(food=Thai) 0.2 Ble||o
type food

iPavlov.



N-Best Inputs w/ State Tracking

observations states actions

turn

iPavlov.



Dialog State Tracking Challenge

Definition

Representation of the system's belief of the user's goal(s) at any time during
the dialogue

Challenge
How to define the state space?
How to tractably maintain the dialogue state?

Which actions to take for each state?

iPavlov.



DNN for DST

I'm looking for a Thai restaurant.

Something in the centre.

What'’s the address?

Thank you, bye.

multi-turn conversation

iPavlov.

inform(type=restaurant, food=Thai)

inform(area=centre)

request(address)

bye()

—

 feature m Ill'
extraction

state of this turn

A slot value distribution
for each slot



Sequence-based DST

iPavlov.

Sequence of observations labeled w/
dialogue state

Recurrent neural networks (RNN)

Distribution over dialogue states
— Dialogue State Tracking




Sequence-based DST w/ memory

Idea: internal memory for representing dialogue context

e Input
P : Beliefs b bs
o most recent dialogue turn
o last machine dialogue act
o dialogue state
Memory
o memory layer
e Output
o update its internal memory Hidden
o distribution over slot values
Input f1 .f.z' f3

iPavlov.



DST Evaluation

Metrics:
Tracked state accuracy with respect to user goal
L2-norm of the hypothesized dist. and the true label

Machine translation metrics as BLEU, METEOR, etc. do not work.

Recall/Precision/F-measure on individual slots

iPavlov.



DeepPavlov installation

pip install deeppavlov

depends on python 3.6

iPavlov.



DeepPavlov installation (Docker)

Install the Docker following the instructions:
https://docs.docker.com/docker-for-windows/install
Then go to console and get the container by the following command:
docker pull altinsky/deeppavlov_jupyter:cuda-9.0
Run the container with DeepPavlov installation:
docker run -p 8888:8888 altinsky/deeppaviov_jupyter:cuda-9.0
Open http://127.0.0.1:8888/ in your browser to access Jupyter Notebook
Upload file with tutorial via Jupyter Notebook

iPavlov.




DeepPavlov installation (Docker) (ctd.)

To STOP the container:
docker stop

To continue working with your saved container: docker ps —a to list saved
containers

docker start _your _container_id_

iPavlov.



Questions?
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